
DesignCon 2019 
 

 

 

 

 

Partitioning of TX and 

RX Feedforward 

Equalizer for 112Gbps 

Serial Links 
 

 

 

 

Kevin Zheng, Xilinx Inc. 

kevinz@xilinx.com 

 

Boris Murmann, Stanford University 

murmann@stanford.edu 

 

Hongtao Zhang, Xilinx Inc. 

hongtao.zhang@xilinx.com 

 

Geoff Zhang, Xilinx Inc. 

geoff.zhang@xilinx.com 

mailto:murmann@stanford.edu
mailto:hongtao.zhang@xilinx.com
mailto:geoff.zhang@xilinx.com


   
 

Abstract 

Effective utilization of feedforward equalizers (FFEs) on both the transmit (TX) and receive (RX) 

sides plays an important role in enabling 112G serial link systems. Since TX FFE is limited by the 

peak power constraint and RX FFE amplifies input noise, the optimal partitioning of FFE on both 

ends of the transceiver becomes a crucial design choice that impacts both system performance 

and power consumption. 

For a PAM4 based serial link system, noise and nonlinearity can introduce degradations that 

might be alleviated by finding the balance between TX and RX FFE. To provide a more realistic 

and complete framework, this paper expands our work reported in a DesignCon 2018 paper 

and offers a more fundamental analysis and understanding of TX/RX FFE partitioning in the 

presence of RX analog front-end nonlinearity together with equalization contributions from the 

DFE. The presented theoretical analysis and simulation results yield guidelines for optimally 

designing a 112G system.  
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1. Introduction 

The use of FFEs has become more crucial in many 112Gbps SerDes architectures to achieve the 

desired performance. A fundamental understanding of their tradeoffs within a system is 

important when making design choices. While TX FFE has been the preferred choice in previous 

generations, the rise of converter-based data links made RX FFE possible again and its use 

began to gain traction. An increasing number of systems nowadays utilize both TX and RX FFE, 

but a more fundamental analysis is needed to understand their respective advantages and 

disadvantages. 

Our previous work [1] directly compared system performance with either TX or RX FFE, and 

extensively discussed the theoretical limits of each FFE location, both in terms of SNR and 

implementation implications. The major performance limitation for TX FFE lies in the peak 

power constraint. The FFE coefficients need to be normalized by their L1-norm, thus reducing 

the output signal strength. On the other hand, RX FFE is limited by its front-end noise and 

crosstalk amplification by the L2-norm of the FFE coefficients.  

As an extension to our previous work, this paper explores the optimal partitioning of FFEs in a 

system that utilizes both TX and Rx FFE. These FFEs’ effects on the system become more 

complex and interesting when nonlinearity is introduced, which is no longer a negligible error 

source for a PAM4 112Gbps system. Both noise and nonlinearity are primary circuit 

impairments from the receiver analog front end and data converter. Thus, this paper will 

provide a theoretical framework to understand nonlinearity. We will present a probabilistic 

model for nonlinearity and demonstrate its input dependent nature, and then discuss how TX 

FFE can affect nonlinearity. To simplify our subsequently analysis, approximations are made to 

incorporate nonlinearity into an SNR metric along with noise and residual ISI to serve as a 

predictor for the overall system performance.  

After a discussion from first principles, we will present system simulations using discrete time 

models to show that an optimal balance between TX and RX FFEs exists, and we will draw 

insights from how these optima react to the link’s noise environment. Given the 

implementation challenges in PAM4 systems, only a 1-tap DFE is then included to provide a 

more complete system model so that we can study its interactions with the FFEs and its impacts 

on the system. Since DFE will allow the FFEs to use smaller coefficients, it will affect the subtle 

tradeoff between TX and RX FFE when noise and nonlinearity are involved.  

Finally, conclusions will be drawn, and implications in terms of architecture and implementation 

decisions will be discussed briefly. We have also identified several areas that would require 

more attention, including adaptation and power consumption. 



   
 

2. Link Model and Metric for TX and RX FFE Partitioning 

With the rise of converter-based high-speed serial links, RX FFE has proven to be effective in 

equalizing channel ISI while giving reasonable system performance. This prompted the need for 

a more fundamental study and comparison of TX vs. RX FFE.  Our previous work in [1] addresses 

this topic from a first principle analysis, which used a discrete time model with FFEs, an RX input 

noise source, and quantizers on both the TX and RX side as shown in Figure 1.  

 

Figure 1. System model used for TX and RX FFE comparison in [1]. 

The main conclusion was that in the presence of RX input noise 𝝈 and reasonable resolution for 

the quantizers, RX FFE will outperform TX FFE in terms of system SNR. When a sufficient 

number of taps are used so that residual ISI becomes negligible, the corresponding SNR of the 

two systems can be written as 

𝐒𝐍𝐑𝐓𝐗 ≈
(�⃗⃗� ∗ �⃗� )
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Here, 𝑴 is the number of levels in the PAM modulation, �⃗⃗�  is the sampled channel, �⃗�  is the FFE 

coefficient vector, and 𝝈 is the RX input noise power. The TX FFE is subject to a peak power 

constraint, in which the main signal amplitude is reduced by the L-1 norm of the FFE 

coefficients, ||�⃗� ||
𝟏

. On the other hand, RX FFE doesn’t suffer from such constraint, but noise 

power is amplified by the L-2 norm of the FFE coefficients, ||�⃗� ||
𝟐

. Since for any vector �⃗�  we 

always have ||�⃗� ||
𝟐
≤ ||�⃗� ||

𝟏
, who follows that 𝑺𝑵𝑹𝑹𝑿 ≥ 𝑺𝑵𝑹𝑻𝑿 from the model above. Other 



   
 

works have further investigated the TX and RX FFE comparisons with CTLE and DFE in the 

system [2,3] and the results echoed the finding that RX FFE tends to outperform TX FFE. 

However, TX FFE is still attractive due to its implementation advantage. More importantly, 

another crucial factor that makes TX FFE helpful in a 112G system is the nonlinearity 

degradation on the RX side, as shown in Figure 2. For qualitative comparison purpose, RX 

nonlinearity block is not included in the TX FFE case because the modeled link only relies on TX 

side FFE for equalization and the decision slicers are linear. RX side nonlinearity mainly comes 

from the RX analog front-end circuits, such as CTLE, amplifiers and ADC DNL/INL, and it can be a 

static compression or have frequency dependency. In a PAM4 112G system, static compression 

is typically the main source of nonlinearity because the circuits are designed to have sufficient 

bandwidth to reduce loss. Therefore, we will focus on static nonlinearity to limit the scope of 

this paper.  

 

Figure 2. System model when RX nonlinearity is included. 

With this in mind, the receiver side needs to include nonlinearity “noise” source (an assumption 

that will be further discussed in Section 3), as shown in the revised SNR equations below from 

the two models in Figure 2.  
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The nonlinearity error term will also be boosted by the RX FFE, which diminishes the RX FFE’s 

advantage even further. Moreover, the nonlinearity error is strongly dependent on both the 

incoming input signal’s amplitude and distribution (discussed in more detail in Section 3). This 

means that TX FFE can be helpful in alleviating the damage done to the RX performance due to 

nonlinearity. 

Figure 3 shows the system model that underpins this work, in which both TX and RX FFEs are 

incorporated with thermal noise and nonlinearity present on the RX side. If nonlinearity is 

treated as a noise source with noise power 𝝈𝑵𝑳, we must recognize first that it is a function of 

the equivalent channel preceding the receiver, �⃗⃗� ∗ �⃗� 𝑻𝑿, and the input swing, 𝑽𝒔𝒘𝒊𝒏𝒈. Even 

though the precise relationship between 𝝈𝑵𝑳 and before-mentioned parameters will not be 

discussed in this paper, we can qualitatively understand that a better equalized channel and 

smaller swing will reduce the RX nonlinearity errors.  

 

Figure 3. Simple model incorporating nonlinearity and approximation. 

The SNR expression for this system model then can be expressed as 

𝑺𝑵𝑹 =
(�⃗⃗� ∗ �⃗� 𝑻𝑿 ∗ �⃗� 𝑹𝑿)𝟎/(𝑴 − 𝟏)

||�⃗� 𝑻𝑿||𝟏|
|�⃗� 𝑹𝑿||𝟐

√𝝈𝟐 + 𝝈𝑵𝑳
𝟐

, 𝝈𝑵𝑳 = 𝑭𝑵𝑳(�⃗⃗� ∗ �⃗� 𝑻𝑿, 𝑽𝒔𝒘𝒊𝒏𝒈) 

From this result, it follows that increasing the RX FFE strength is not always beneficial. Let’s 

examine the two extremes. In the case when only RX FFE is used and the system performance 

becomes dominated by the nonlinearity error, the SNR approaches 
(�⃗⃗� ∗�⃗� 𝑹𝑿)𝟎/(𝑴−𝟏)
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TX FFE is used, performance tends to be limited by RX input thermal noise SNR, thus the SNR 

expression can be approximated by 
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hurts performance due to a large reduction in main cursor’s strength. None of these cases seem 

to be ideal, and thus an optimal partitioning between TX and RX FFE exists. Before we begin 

examining this tradeoff, we will discuss the nature of nonlinearity as an error source in the next 

section to understand its input dependent nature. 

3. Nonlinearity Modeling and System Impact  

Even though nonlinearity has been heavily studied, nonlinearity requirements remain unclear 

for converter-based links. Nonlinearity has been mostly investigated in the frequency domain as 

harmonics because of sine wave test inputs, but SNR will give a more direct correlation with the 

system’s final BER performance. Therefore, this section explores how nonlinearity can be 

modeled statistically. 

3.1 DC nonlinearity error PDF derivation for third order compression 

One of the most prevalent nonlinearity error source is from receiver front-end’s static 

nonlinearity, including the ADC’s INL. A third-order gain-compressive nonlinearity can serve as a 

realistic model since it is present in most circuits and we can derive closed form equations 

when studying such a nonlinearity. Figure 4 shows the statistical model conversion for the 

nonlinearity error. The compressive coefficient 𝒄 determines how much nonlinear error is 

generated, and in this example 𝒄 is normalized to an input signal of maximum swing of 1. We 

need to first understand whether modeling nonlinearity as an independent noise source is a 

good assumption and what its corresponding probability density function (PDF) would be. 

 

Figure 4. Statistical model for nonlinearity. 

The solution to finding the PDF 𝒇𝒀(𝒚) of random variable 𝒀, given the PDF of random variable 

𝑿 to be 𝒇𝑿(𝒙), and 𝒀 =  −𝒄𝑿𝟑 starts with finding the cumulative density function (CDF) of 𝒀, 

𝑭𝒀(𝒚) and its relationship with 𝑭𝑿(𝒙) 

𝑭𝒀 (𝒚)  =  𝑷(𝒀 ≤  𝒚) =  𝑷(−𝒄𝑿
𝟑  ≤  𝒚) 

                         𝑭𝒀(𝒚)  =  𝑷 (𝑿 ≥  √−
𝒚

𝒄

𝟑
) = 𝟏 − 𝑭𝑿 (√−

𝒚

𝒄

𝟑
) 



   
 

Any random variable’s PDF is the derivative of its CDF, thus we can now find 𝒇𝒀(𝒚) by 

differentiating the equation above 

𝒇𝒀 (𝒚) =
𝒅

𝒅𝒚
𝑭𝒀(𝒚) =

𝒅

𝒅𝒚
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𝒚

𝒄

𝟑
)) 

= −𝒇𝑿 (√−
𝒚

𝒄

𝟑
) ⋅

𝒅
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𝒚

𝒄

𝟑
) 

𝒇𝒀(𝒚) =
𝟏

𝟑𝒄
(−
𝒚

𝒄
)
−
𝟐
𝟑
𝒇𝑿 (√−

𝒚

𝒄

𝟑
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As expected, the nonlinearity error PDF 𝒇𝒀(𝒚) is dependent on the input PDF 𝒇𝑿(𝒙). In other 

words, 𝒇𝒀(𝒚) will not only be dependent on what data is transmitted, but it also is a strong 

function of the channel that determines the input PDF. 

To illustrate this point, an approximate input PDF for a PAM4 system is synthesized in Figure 5. 

The overall PDF 𝒇𝑿(𝒙) is the average of four conditional PDFs when different data 𝑫 ∈

 [−𝟏,−𝟏/𝟑,+𝟏/𝟑,+𝟏] is transmitted. In this particular example, the transmitter and channel 

incur some amplitude loss on transmitted data and the received data are centered around 

±𝟎. 𝟔 for 𝑫 = ±𝟏 and ±𝟎. 𝟐 for 𝑫 = ±𝟏/𝟑. Each conditional PDF, which is the result after ISI 

and noise are added to the transmitted data, is modeled as a Gaussian distribution for 

simplicity, even though in reality it strongly depends on the actual channel response and noise 

environment. Nevertheless, this will provide us with a reasonable approximation to study the 

impact of the nonlinearity. 

 

Figure 5. Example PDF of PAM4 receiver input signal. 



   
 

The Gaussian for each data level yields different nonlinearity errors, demonstrated by the 

diagram in Figure 6(a), because the conditional input PDFs are projected onto different portions 

of the static nonlinear error function −𝒄𝒙𝟑. By substituting each conditional input PDF into the 

previously derived equation, the conditional nonlinearity error PDFs are plotted in Figure 6(b). 

When the PDFs are plotted on a log scale, we see that larger and more errors are generated for 

𝑫 = ±𝟏 than for 𝑫 = ±𝟏/𝟑, which means that it is more likely to have a bit error for large 

value data when nonlinearity is present. The nonlinearity errors also have non-zero mean for 

each data level because their PDFs are “biased" at different points on the nonlinearity curve. To 

first order, this results in a linear gain compression for the data signal. The RX side LMS update 

algorithms will help find the new compressed data levels and devise new decisions levels to 

compensate for some nonlinearity degradation. It is also important to note that there are two 

ways for the small-valued data to make a decision error while large-valued data only makes a 

mistake in one direction. These are aspects of the nonlinearity error that affect the exact BER in 

the system. 

 

Figure 6. (a) Nonlinearity error dependency on input PDF and (b) example nonlinearity 

error PDFs for 𝒄 = 𝟎. 𝟏. 

The focus of this paper is to provide a comparative study of how nonlinearity will affect overall 

system performance in presence of both TX and RX FFE. Therefore, we won’t go into further 

details on how to incorporate such nonlinearity PDFs into BER estimation (such as the work 

done in [4]). Instead, we will use SNR as a proxy for understanding system performance trends, 

while realizing that the nonlinearity’s input dependent nature is the main reason why the 

tradeoff between TX and RX FFE exists. The following section presents simulations data and 

analysis illustrating the optimal partitioning of TX and RX FFE. 

 



   
 

3.2 System SNR study with nonlinearity 

With a better understanding of nonlinearity as an error source, we use the system model 

shown in Figure 7 to quantitatively validate and examine the TX and RX FFE tradeoff. To restrict 

the degrees of freedom in the system, only a 3-tap TX FFE is used with equal strength pre- and 

post-cursor taps, denoted by coefficients 𝒉𝑻𝑿. The peak power constraint is modeled by 

dividing with a factor of 𝟏 + 𝟐𝒉𝑻𝑿. This is a realistic TX model since many systems utilize equal 

pre- and post-cursor TX FFE and quantify the TX side boost in dB. The maximum TX output 

swing is set to ±𝟓𝟎𝟎mV in this study. After going through a sampled channel �⃗⃗� , thermal noise 

with noise standard deviation 𝝈 is added, and the signal goes through a static nonlinearity 

block. Three different channels are used in this study, shown in Figure 8 (same channels as in 

[1]), with 16dB, 24dB and 33dB loss at 28GHz, respectively.  

 

Figure 7. Discrete time model of the system under study. 

 

Figure 8. Channels under study: frequency and pulse responses [1]. 

A 𝐭𝐚𝐧𝐡(⋅) function is used to model the static nonlinearity block instead of the simple third 

order compression model presented in the previous section. The reason is that 𝐭𝐚𝐧𝐡 (⋅) has a 

well-defined clipping behavior, which helps with system adaptation convergence. The amount 

of nonlinearity can also be tuned with a single parameter 𝜶. The expression 
𝟏

𝜶
𝐭𝐚𝐧𝐡 (𝜶𝒙) 

ensures that the slope at origin is still 1, but the swing of the output signal stops at 𝟏/𝜶, thus 

Channel     𝒄𝑻𝑿 FFE 𝒄𝑹𝑿

𝝈 𝟏

𝜶
𝐭𝐚𝐧𝐡(𝜶𝒙)

LMS

1-tap 
DFE

𝟏

𝟏 + 𝟐𝒉𝑻𝑿
    −𝒉𝑻𝑿, 𝟏, −𝒉𝑻𝑿  

Boost =   (𝟏 + 𝟐𝒉𝑻𝑿)

28GHz



   
 

introducing nonlinearity of different magnitude. The RX-side equalizer includes a 31-tap FFE, 

with 10 precursors and 20 post cursors. This is to ensure that there is enough coverage from 

the FFE so that residual ISI doesn’t become a significate error contributor. An optional single-

tap DFE is also included to study its impact on system performance and tradeoffs. When DFE is 

used, the first post-cursor in the FFE is disabled. Both the FFE and DFE are adapted with the 

conventional LMS algorithm. It is important to note that due to the input dependent nature of 

nonlinearity, the LMS algorithm will adapt to find the equivalent gain of the whole signal chain 

and reach a solution that minimizes the RMS error. However, such SNR couldn’t be translated 

to BER directly, and only serves as a proxy for the overall system performance, merely to 

demonstrate the tradeoff between TX and RX FFE, and any other insights that we may gain. 

Our first experiments involve fixing several values of 𝜶 (1, 2, and 3), and different TX FFE 

settings (0db, 3dB, 6dB and 10dB boost), and the RX then adapts to convergence with a PRB13-

Q pattern and input noise 𝝈 swept from 0mV to 5mV. Figure 9 shows SNR versus 𝝈 plots for all 

three channels with DFE turned off. When 𝜶 = 𝟏, the RX front end is considered linear enough, 

and we see that having no TX FFE tends to yield better SNR for all three channels, especially in a  

 

Figure 9. System SNR vs. 𝝈 with no DFE 
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high-noise environment. This result is similar to what was concluded previously, i.e. RX FFE can 

outperform TX FFE when nonlinearity is not a concern. The more interesting cases happen 

when there is a moderate and severe nonlinearity issue on the RX side (𝜶 = 𝟐, 𝟑). We 

immediately see that in a low-noise environment, having some TX FFE boost can improve 

performance significantly, especially for the lower loss channels. Link1 and Link2 result in larger 

RX input signal amplitude, therefore making the nonlinearity issue worse. However, for higher 

loss channels like Link3, having maximum allowed RX input swing is more important since the 

system is noise-limited, so adding TX boost doesn’t help. As a result, there is a thermal noise 

crossover value, which determines the level of TX boost needed. For example, for the Link1 

case with 𝜶 = 𝟑, a large TX boost (6dB or 10dB) is desired for 𝝈  2mV, 3dB boost gives better 

results for 𝝈  𝟐mV, and 0dB boost generates too much nonlinearity error. 

Another way to visualize this tradeoff between TX and RX FFE is to sweep the TX boost settings 

for different 𝝈 and 𝜶 values. Figure 10 shows the SNR plots from such experiments also with 

the DFE turned off. For the linear cases (𝜶 = 𝟎, 𝟏), we see that the SNR curves decrease 

monotonically for the most part in all three link scenarios. 

 

Figure 10. System SNR vs. TX FFE boost with no DFE. 
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Again, this reflects our previous findings that having higher TX boost in the absence of RX 

nonlinearity is not favored, and the slope of these SNR degradations depends on the noise 

environment (i.e., SNR decreases faster with higher TX boost in a higher noise case). On the 

other hand, we can clearly see an SNR optimum when 𝜶 = 𝟐, 𝟑. The location of the optimum 

depends on the channel and the noise environment. For Link1 and Link2, the optimum is more 

pronounced because nonlinearity plays a bigger role in the final system performance, while for 

Link3 the optima appear to be shallower and more forgiving to the TX FFE setting. To 

summarize, it is crucial to have TX FFE when RX nonlinearity is present. For lower loss channels 

under different noise environments, there is both a noise and TX setting crossover region in 

which the system SNR curves become flatter. The optimal settings of TX and RX FFE occur when 

the system is around the corner of being noise dominated again. 

Figure 11 and 12 show the same plots as before with the 1-tap DFE turned on. The overall 

trends that we observed before still exist, and thus an optimal partitioning between TX and RX 

FFE is still valuable with DFE included. Nevertheless, several features in these plots changed and 

are worth discussing. 

 

Figure 11. System SNR vs. 𝝈 with 1-tap DFE. 
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Figure 12. System SNR vs. TX FFE boost with 1-tap DFE. 

First, the gaps between the SNR curves in the high-noise cases increased with DFE turned on, as 

shown in Figure 11. This is expected since the RX FFE’s first post cursor is turned off, resulting in 

less noise amplification. Any TX boost’s peak power constraint effect will be more pronounced 

in this case. Another observation is that with a large nonlinearity error, system performance 

with DFE can be worse than without DFE for Link1 (Figure 9 and 11 with 𝜶 = 𝟑 and 0dB TX 

boost). This is due to the LMS algorithm and DFE’s nonlinear nature itself. DFE is a nonlinear 

equalizer but its coefficient is adapted linearly. Therefore, when the RX front-end has severe 

nonlinearity, the DFE is not as effective anymore and can cause large residual ISI. Once some TX 

FFE is introduced and the system is back in the linear regime, the DFE can improve system 

performance. For high-loss channels like Link3, DFE is very important in bringing the SNR to an 

acceptable level.  

Having a DFE in the system also changes the optimal TX boost setting slightly. While the general 

shapes of the curves look similar, the exact location of the best SNR point shifts toward higher 

TX FFE strength for low loss channels. This can be attributed to the fact that DFE requires a 

relatively linear front end to operate effectively, and any noise penalty incurred by having a 
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strong TX FFE can be offset by smaller RX FFE noise amplification due to DFE. The higher loss 

Link3 is a special case because the overall link performance is limited by the RX input thermal 

noise SNR, and thus DFE can reduce noise amplification due to RX FFE, which then improves 

SNR right away. In all cases, a TX FFE boost near 10dB appears to be an overkill that will lead to 

lower system SNR. An optimal TX setting is expected to be around 3dB – 6dB boost for most 

cases.  

4. Architecture and Implementation Implications 

Architecture and implementation implications is another area worth exploring. Figure 13 

provides a high-level cartoon highlighting the various tradeoffs within a system using both TX 

and RX FFE.  

 

Figure 13. System architecture tradeoffs 

We need to recognize that TX FFE now serves as the knob to balance the performance 

degradation due to RX input noise and nonlinearity error. In addition to reducing the 

transmitted signal amplitude to ensure the RX’s linear operation, TX FFE is squeezing out some 

more equalization. Even though the peak power constraint hurts the RX input SNR, the fact that 

RX FFE can use smaller coefficients means RMS noise amplification becomes smaller as well. 

This makes the peak power constraint penalty more tolerable, and the right setting on the TX 

will result in an optimal link performance.  

From an implementation perspective, our work does not provide a quantitative analysis of the 

power tradeoff, but we highlight several points to set the stage for future work. Firstly, it is very 

power consuming to build a sufficiently linear RX analog front-end given most modern system’s 

input swing requirement. As we have seen earlier, a low-loss channel can push the RX AFE to its 

limit quickly and may cripple the whole system. One can offset that power by bringing it to the 

TX side and implement a simple FFE. To first order, TX FFE only takes 2-bit data while RX FFE 

consumes >6-bit data from ADCs, which makes digital addition and multiplication more 
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complex. We need to consider this exponential scaling of digital power with respect to data 

resolution when comparing TX and RX FFE implementation.  Therefore, it becomes another 

interesting subject of study when “SNR per mW” is used as a metric to consider performance 

and power simultaneously.  

5. Summary and Future Work  

In the presence of both thermal noise and nonlinearity error, the optimal partitioning of TX and 

RX FFE equalization becomes vital for finding the best system performance. Despite TX FFE’s 

disadvantage of having peak power constraint, it can help reduce the nonlinearity error due to 

the RX front end circuits. Especially when the incoming signal amplitude is large, TX FFE is 

particularly effective in improving system performance. However, once TX FFE conditions the 

RX input signal enough so that RX behaves relatively linear, there is no more incentive to keep 

increasing TX FFE boost for all types of channels. This insight helps prevent overdesign of TX FFE 

in the future and will lead to more efficient systems. 

In addition to showing that an optimal tradeoff between TX and RX FFE exists, this work paves 

the road for additional studies and discussions for more realistic systems with implementation 

details kept in mind. For example, we have demonstrated that a system relying mostly on RX 

FFE can be quite robust to different TX settings, but the overall power consumed could be 

different considering the FFE’s tap length, coefficient range and resolutions. It will be important 

to find a power-optimal solution that yields acceptable performance. In addition, TX FFE 

adaptation conventionally has always been a challenge, but if it is seen as simply a signal 

conditioning block that helps reduce the nonlinearity error on the RX side, there might be a 

different adaptation and back channel communication strategy. These are only some of the 

areas worth diving into for future work, all of which must require a better understanding of the 

interplay between noise and nonlinearity for 112G PAM4 serial link systems. 
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