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#### Abstract

We study contests in which two groups compete to win (or not to win) a group-specific public-good/bad prize. Each player in the groups can exert two types of effort: one to help her own group win the prize, and one to sabotage her own group's chances of winning it. The players in the groups choose their effort levels simultaneously and independently. We introduce a new form of contest success function that determines each group's probability of winning the prize, taking into account players' sabotage activities. We show that two types of pure-strategy Nash equilibrium occur, depending on parameter values: one without sabotage activities and one with sabotage activities. In the first type, only the highest-valuation player in each group expends positive effort, whereas, in the second type, only the lowest-valuation player in each group expends positive effort.
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## 1. Introduction

Consider a situation in which a government tries to select a site for a nuclear waste management facility - promising to provide economic and other benefits to the host region - and several regions compete to be selected as the site for the facility. In the selected region, some residents benefit from hosting the facility, while others are harmed by it or are concerned about the potential environmental risk of the facility. Naturally, residents in each region expend effort or make contributions to help their region be selected or to hinder it from being selected (or both). In this contest, we may well say that the nuclear waste management facility is a group-specific prize because the residents in the selected region are affected by it (whether positively or negatively), whereas in the other regions that are not selected, residents are unaffected. We may well say also that it is a public-good/bad prize because, in the selected region, it is a public good for some residents and a public bad for others.

Contests with a group-specific public-good/bad prize, like the motivating example above, are easily observed in the real world. Other examples include competition among locations to be selected as the site for an airport, a dam, a government institution, housing development, or a government-owned corporation.

The purpose of this paper is to study such contests. ${ }^{1}$ Specifically, this paper studies twogroup contests with a group-specific public-good/bad prize in which each individual in the groups can exert two types of effort: constructive effort to help her own group win the prize and sabotage effort to hinder her own group from winning the prize. We pose the following interesting questions. Who expends positive effort to help her own group win the prize? Who engages in sabotage activities? Are there any individuals who expend effort both to help her own group win the prize and to sabotage her own group's chances of winning it? How many individuals are there who expend positive effort? How much effort does each individual expend? How severe is the free-rider problem? What factors determine the effort levels expended by individuals?

To address these questions, this paper formally considers a model (or a game) in which two groups compete with each other to win (or not to win) a group-specific public-good/bad prize. Every player in the groups is risk-neutral, and her valuation for the prize is publicly known. In each group, there are at least one player with a positive valuation and at least one player with a negative valuation. Each player in the groups can exert two types of effort: constructive effort and sabotage effort. Each player has a constant marginal cost of increasing effort. All the players in the groups choose their effort levels simultaneously and independently.

This paper introduces a new form of contest success function that determines each group's probability of winning the prize, taking into account players' sabotage activities. With this new form, each group's probability of winning is determined by the two groups' effective effort levels, where each group's effective effort level equals the sum of constructive effort levels that the players in that group choose minus the sum of adjusted sabotage effort levels of those players. Naturally, each group's effective effort level is positive, zero, or negative.

In Section 3, we first show that each player never expends both (positive) constructive effort and (positive) sabotage effort at a pure-strategy Nash equilibrium of the game. Specifically, each player with a positive valuation for the prize does not engage in sabotage activities, while each player with a negative valuation does not help her own group win the prize. Then, we show that every player in each group except the highest-valuation player [except the lowest-valuation player] expends zero effort at a pure-strategy Nash equilibrium.

In Section 4, we show that two types of pure-strategy Nash equilibrium occur, depending on parameter values: one without sabotage activities and one with sabotage activities. In the first type of equilibrium, only the highest-valuation player in each group is active - that is, expends positive effort - to help her own group win the prize. By contrast, in the second type, only the lowest-valuation player in each group is active to hinder her own group from winning the prize.

This paper is closely related to the literature on contests with a group-specific publicgood prize - that is, the literature dealing with contests in which groups compete to win a prize, the prize is a public good for the players in the winning group, and the players in the losing
groups are unaffected by the prize. Examples include Katz et al. (1990), Baik (1993, 2008), Baik et al. (2001), Epstein and Mealem (2009), Lee (2012), Kolmar and Rommeswinkel (2013), Chowdhury et al. (2013), Topolyan (2014), Barbieri et al. (2014), Chowdhury and Topolyan (2016), Barbieri and Malueg (2016), and Dasgupta and Neogi (2018).

In this literature, the contest success function for a group is represented by a continuous function of each group's (effective) effort level or by the selection rule of all-pay auctions, which is based on groups' (effective) effort levels. A group's (effective) effort level is assumed to equal the sum of effort levels that the players in the group expend, the minimum of effort levels that the players in the group expend (sometimes called the weakest link of the group), or the maximum of effort levels that the players in the group expend (sometimes called the best shot of the group). Most papers in this literature focus on examining the free-rider problem.

The most important and notable difference of this paper from all the previous papers in the literature is that, in this paper, the prize is assumed to be a public good for some players and a public bad for the others in the winning group, and the players are allowed to engage in sabotage activities against their own group, as well as to expend constructive effort to help their own group win the prize. By contrast, in all the previous papers, the prize is assumed to be a public good for all the players in the winning group, and each player in the groups is assumed to expend only constructive effort.

Very recently, Baik (2023) has studied two-group contests with a group-specific publicgood/bad prize. The model in the current paper strikingly differs from the one in Baik (2023) in three respects. First, in the current paper, the players can hinder their own group from winning the prize by exerting sabotage effort directed toward their own group. By contrast, in Baik (2023), the players can do so by exerting constructive effort toward the other group's winning. In other words, they can decrease their own group's probability of winning by adding their constructive effort to the other group's effective effort level. Second, in the current paper, a group's effective effort level is assumed to equal the sum of constructive effort levels minus the sum of adjusted sabotage effort levels of the players in that group. By contrast, in Baik (2023), it
is assumed to equal the sum of constructive effort levels that the players in the group choose plus the sum of adjusted constructive effort levels that the players in the other group choose to help this group win. Third, this paper introduces a new form of contest success function for a group, which takes into account sabotage effort toward the group.

A strand of the literature on contests deals with sabotage activities. Konrad (2000) studies rent-seeking contests in which players can exert two types of effort: standard rentseeking effort and sabotage effort. Amegashie and Runkel (2007) study an elimination contest in which players can sabotage potential rivals. Amegashie (2012) studies two-stage contests in which players expend sabotage effort in stage 1 and expend productive effort in stage 2. Chowdhury and Giurtler (2015) provide different perspectives on sabotage activities, and review the literature on contests with sabotage activities. Dogan et al. (2019) study team contests in which the members of a team exert not only their productive effort but also their sabotage effort directed at a particular member of the other team.

The remainder of this paper proceeds as follows. Section 2 develops the model. In Section 3, we show several properties of a pure-strategy Nash equilibrium of the game, which also serve as preliminaries to Section 4. In Section 4, we obtain a pure-strategy Nash equilibrium of the game. Finally, Section 5 presents conclusions.

## 2. The model

There are two groups, 1 and 2, that compete to win (or not to win) a group-specific public-good/bad prize. The prize is a group-specific one because only the players in the winning group benefit from it or are harmed by it. The prize is a public-good/bad one because, in the winning group, it is a public good for some players and a public bad for the others. Each player in the groups can exert two types of effort: one to help her own group win the prize, and one to sabotage her own group's chances of winning it. The players in the groups choose their effort levels simultaneously and independently.

Group $i$, for $i=1,2$, consists of $n_{i}$ risk-neutral players, where $n_{i} \geq 2$. Let $N_{i}$ denote the set of players in group $i: N_{i} \equiv\left\{1, \ldots, n_{i}\right\}$. Let $v_{i k}$, for $k \in N_{i}$, denote the valuation for the prize of player $k$ in group $i$, where $v_{i k}>0$ or $v_{i k}<0$. The players' valuations for the prize are publicly known.

Assumption 1. (a) We assume that $v_{i 1}>v_{i 2} \geq \ldots \geq v_{i n_{i}-1}>v_{i n_{i}}$ for $i=1$, 2. (b) We assume that $v_{i 1} v_{i n_{i}}<0$ for $i=1,2$.

Part (a) of Assumption 1 assumes that there are only one highest-valuation player and only one lowest-valuation player in each group. This simplifies our analysis without affecting our main results. Part (b) assumes that, in each group, there are at least one player with a positive valuation and at least one player with a negative valuation - that is, the prize is a public good for some players and a public bad for the others.

Let $x_{i k}$, for $i=1,2$ and $k \in N_{i}$, denote the effort level that player $k$ in group $i$ chooses to help her own group win the prize, where $x_{i k} \geq 0$. Let $y_{i k}$ denote the effort level that player $k$ in group $i$ chooses to hinder her own group from winning the prize, where $y_{i k} \geq 0$. This is considered as her effort to sabotage her own group's chances of winning the prize. Both effort types are irreversible. Let $X_{i} \equiv \sum_{k=1}^{n_{i}} x_{i k}$ and $Y_{i} \equiv \sum_{k=1}^{n_{i}} y_{i k}$.

Let $p_{i}$, for $i=1,2$, denote the probability that group $i$ wins the prize. We assume the following contest success function for group $i$ :

$$
p_{i}=p_{i}\left(X_{1}-\theta Y_{1}, X_{2}-\theta Y_{2}\right)
$$

where $\theta>0,0 \leq p_{i} \leq 1$, and $p_{1}+p_{2}=1$. The parameter $\theta$ reflects the relative effectiveness of effort expended in sabotage activities. We assume that the parameter $\theta$ is publicly known. We may say that each group's probability of winning depends on the two groups' effective effort levels, where group $i$ 's effective effort level equals $X_{i}-\theta Y_{i}$.

More specifically, we assume the following contest success function for group $1:^{2}$

$$
\begin{aligned}
& p_{1}=Z_{1} /\left(Z_{1}+Z_{2}\right) \text { for } Z_{1}>0 \text { and } Z_{2} \geq 0, \\
& p_{1}=\left(Z_{1}+\left|Z_{2}\right|\right) /\left(Z_{1}+\left|Z_{2}\right|\right)=1 \text { for } Z_{1} \geq 0 \text { and } Z_{2}<0, \\
& p_{1}=0 /\left(\left|Z_{1}\right|+Z_{2}\right)=0 \text { for } Z_{1} \leq 0 \text { and } Z_{2}>0, \\
& p_{1}=\left|Z_{2}\right| /\left(\left|Z_{1}\right|+\left|Z_{2}\right|\right)=1-\left|Z_{1}\right| /\left(\left|Z_{1}\right|+\left|Z_{2}\right|\right) \text { for } Z_{1}<0 \text { and } Z_{2} \leq 0, \text { and } \\
& p_{1}=1 / 2 \text { for } Z_{1}=0 \text { and } Z_{2}=0,
\end{aligned}
$$

where $Z_{i} \equiv X_{i}-\theta Y_{i}$ for $i=1,2$. The contest success function for group 2 is specified by function (1) and the condition that $p_{1}+p_{2}=1$.

Function (1) can be shortened as follows: $p_{1}=\left\{\max \left(Z_{1}, 0\right)-\min \left(0, Z_{2}\right)\right\} /\left(\left|Z_{1}\right|+\left|Z_{2}\right|\right)$ for $\left|Z_{1}\right|+\left|Z_{2}\right|>0$, and $p_{1}=1 / 2$ for $\left|Z_{1}\right|+\left|Z_{2}\right|=0$. Function (1) assumes that, if group $i$ 's effective effort level $Z_{i}$ is negative, then its absolute amount $\left|Z_{i}\right|$ is used to determine the groups' probabilities of winning the prize. Note that $\left|Z_{2}\right| /\left(\left|Z_{1}\right|+\left|Z_{2}\right|\right)$ can be interpreted as the probability that group 2 loses the prize. Function (1) has the properties similar to those of the simplest logit-form contest success function that is extensively used in the literature on the theory of contests. ${ }^{3}$ For example, for $Z_{1}>0$ and $Z_{2}>0$, ceteris paribus, group $i$ 's probability of winning is increasing in $Z_{i}$ at a decreasing rate: $\partial p_{i} / \partial Z_{i}>0$ and $\partial^{2} p_{i} / \partial Z_{i}^{2}<0$. It is decreasing in $Z_{j}$ at a decreasing rate: $\partial p_{i} / \partial Z_{j}<0$ and $\partial^{2} p_{i} / \partial Z_{j}^{2}>0$. Note that, for $Z_{1}<0$ and $Z_{2}<0$, we have that $\partial p_{i} / \partial Z_{i}>0$ and $\partial^{2} p_{i} / \partial Z_{i}^{2}>0$.

Let $\pi_{i k}$, for $i=1,2$ and $k \in N_{i}$, denote the expected payoff for player $k$ in group $i$. Then the payoff function for player $k$ in group $i$ is

$$
\begin{equation*}
\pi_{i k}=v_{i k} p_{i}\left(Z_{1}, Z_{2}\right)-x_{i k}-y_{i k} . \tag{2}
\end{equation*}
$$

We consider the following noncooperative simultaneous-move game. At the start of the game, every player in both groups knows the values of $n_{i}, v_{i k}$, and $\theta$, for $i=1,2$ and $k \in N_{i}$. Next, the players in both groups choose their effort levels simultaneously and independently.

Note that player $k$ in group $i$ chooses her effort levels, $x_{i k}$ and $y_{i k}$. Finally, the winning group is determined at the end of the game.

We assume that all of the above is common knowledge among the players. We employ Nash equilibrium as the solution concept.

## 3. No straddling, and free riding, in equilibrium

In this section, we first identify the pairs $\left(Z_{1}, Z_{2}\right)$ of the groups' effective effort levels which cannot occur at a pure-strategy Nash equilibrium of the game. Next, we show that, in equilibrium, each player never expends positive effort both to help her own group win the prize and to hinder her own group from winning the prize. Finally, we show that every player in each group except the highest-valuation player [except the lowest-valuation player] expends zero effort at a pure-strategy Nash equilibrium.

### 3.1. Pairs of the groups' effective effort levels which cannot occur in equilibrium

We begin by identifying the pairs $\left(Z_{1}, Z_{2}\right)$ of the groups' effective effort levels which cannot occur at a pure-strategy Nash equilibrium of the game.

Lemma 1. (a) There exists no pure-strategy Nash equilibrium such that $Z_{i}>0$ and $Z_{j}<0$ for $i$, $j=1,2$ with $i \neq j$. (b) There exists no pure-strategy Nash equilibrium such that $Z_{i}=0$ for some group $i=1,2$.

Proof. (a) Consider a strategy profile, $\left(x_{11}, y_{11}, \ldots, x_{1 n_{1}}, y_{1 n_{1}}, x_{21}, y_{21}, \ldots, x_{2 n_{2}}, y_{2 n_{2}}\right)$, such that $Z_{i}>0$ and $Z_{j}<0$ for $i, j=1,2$ with $i \neq j$. In this case, there exists a player in group $i$, say player $k$ for $k \in N_{i}$, such that $x_{i k}>0$. According to (2), her payoff function is

$$
\pi_{i k}=v_{i k} p_{i}\left(Z_{1}, Z_{2}\right)-x_{i k}-y_{i k} .
$$

Then, using (1), it is straightforward to see that, ceteris paribus, her expected payoff increases when $x_{i k}$ decreases (by a small amount) - that is, she has an incentive to deviate from her effort level $x_{i k}$. This means that the strategy profile under consideration does not constitute a Nash equilibrium.
(b) Consider a strategy profile, $\left(x_{11}, y_{11}, \ldots, x_{1 n_{1}}, y_{1 n_{1}}, x_{21}, y_{21}, \ldots, x_{2 n_{2}}, y_{2 n_{2}}\right)$, such that $Z_{i}=0$ for some group $i=1,2$. First, suppose that $Z_{j}>0$ for $j=1,2$ with $i \neq j$. In this case, there exists a player in group $j$, say player $k$ for $k \in N_{j}$, such that $x_{j k}>0$. Then, using (1) and (2), it is straightforward to see that, ceteris paribus, her expected payoff increases when $x_{j k}$ decreases (by a small amount). This means that she has an incentive to deviate from her effort level $x_{j k}$, and thus the strategy profile under consideration does not constitute a Nash equilibrium.

Next, suppose that $Z_{j}=0$ for $j=1,2$ with $i \neq j$. In this case, consider a player in group $j$, say player $k$ for $k \in N_{j}$, such that $v_{j k}>0$ and $x_{j k} \geq 0$. Then, using (1) and (2), it is straightforward to see that, ceteris paribus, her expected payoff increases if she chooses $x_{j k}+\epsilon$, where $\epsilon$ is a positive infinitesimal. This implies that the strategy profile under consideration does not constitute a Nash equilibrium.

Finally, suppose that $Z_{j}<0$ for $j=1,2$ with $i \neq j$. In this case, there exists a player in group $j$, say player $h$ for $h \in N_{j}$, such that $y_{j h}>0$. Then, using (1) and (2), it is straightforward to see that, ceteris paribus, her expected payoff increases when $y_{j h}$ decreases (by a small amount). This implies that the strategy profile under consideration does not constitute a Nash equilibrium.

Due to Lemma 1, to obtain a pure-strategy Nash equilibrium of the game, it suffices to consider only the pairs $\left(Z_{1}, Z_{2}\right)$ of the groups' effective effort levels such that $Z_{1} Z_{2}>0$. Hence, we will henceforth focus on such pairs of the groups' effective effort levels.

### 3.2. No straddling

Let $N_{i}^{+}$, for $i=1,2$, denote the set of players in group $i$ who have positive valuations for the prize. Let $N_{i}^{-}$denote the set of players in group $i$ who have negative valuations. Part $(b)$ of Assumption 1 implies that neither $N_{i}^{+}$nor $N_{i}^{-}$is empty.

Lemma 2. (a) There exists no pure-strategy Nash equilibrium such that $y_{i k}>0$ for some group $i=1,2$ and some player $k \in N_{i}^{+}$. (b) There exists no pure-strategy Nash equilibrium such that $x_{i h}>0$ for some group $i=1,2$ and some player $h \in N_{i}^{-}$.

Proof. (a) Consider a strategy profile, $\left(x_{11}, y_{11}, \ldots, x_{1 n_{1}}, y_{1 n_{1}}, x_{21}, y_{21}, \ldots, x_{2 n_{2}}, y_{2 n_{2}}\right)$, such that $y_{i k}>0$ for some group $i=1,2$ and some player $k \in N_{i}^{+}$. According to (2), the payoff function for player $k \in N_{i}^{+}$is

$$
\pi_{i k}=v_{i k} p_{i}\left(Z_{1}, Z_{2}\right)-x_{i k}-y_{i k}
$$

Then, using (1), it is straightforward to see that, ceteris paribus, her expected payoff increases when $y_{i k}$ decreases. This implies that the strategy profile under consideration does not constitute a Nash equilibrium.
(b) Consider a strategy profile, $\left(x_{11}, y_{11}, \ldots, x_{1 n_{1}}, y_{1 n_{1}}, x_{21}, y_{21}, \ldots, x_{2 n_{2}}, y_{2 n_{2}}\right)$, such that $x_{i h}>0$ for some group $i=1,2$ and some player $h \in N_{i}^{-}$. Then, using (1) and (2), it is straightforward to see that, ceteris paribus, the expected payoff for player $h \in N_{i}^{-}$increases when $x_{i h}$ decreases. This implies that the strategy profile under consideration does not constitute a Nash equilibrium.

Part (a) of Lemma 2 implies that, in equilibrium, each player with a positive valuation for the prize does not hinder her own group from winning the prize - in other words, she does not engage in sabotage activities. This makes an intuitive sense because, if her group wins the prize, she benefits from it; if her group loses it, she is unaffected by it.

Part (b) of Lemma 2 implies that, in equilibrium, each player with a negative valuation for the prize does not help her own group win the prize. This is natural because, if her group loses the prize, she suffers no harm; if her group wins it, she suffers a harm from it.

Due to Lemma 2, to obtain a pure-strategy Nash equilibrium of the game, it suffices to consider only the strategy profiles at which, for $i=1,2, y_{i k}=0$ for $k \in N_{i}^{+}$and $x_{i h}=0$ for $h \in N_{i}^{-}$. Hence, we will henceforth focus on such strategy profiles.

### 3.3. Free riding

Based on Lemma 1, we consider only the following two cases: the case where $Z_{i}>0$ for both $i=1,2$, and the case where $Z_{i}<0$ for both $i=1,2$.

### 3.3.1. The case where $Z_{1}>0$ and $Z_{2}>0$

Player $k \in N_{i}^{+}$, for $i=1,2$, seeks to maximize her expected payoff

$$
\begin{equation*}
\pi_{i k}=v_{i k} p_{i}\left(Z_{1}, Z_{2}\right)-x_{i k}=v_{i k} Z_{i} /\left(Z_{1}+Z_{2}\right)-x_{i k} \tag{3}
\end{equation*}
$$

over her effort level $x_{i k}$, given effort levels of the other players in her own group and those of the players in the other group. Note that we set $y_{i k}=0$ in (3) by taking Lemma 2 into account. Note also that player $k \in N_{i}^{+}$has a positive valuation for the prize. Let $x_{i k}^{b}$ denote the best response of player $k \in N_{i}^{+}$to a list of the other players' effort levels or, equivalently, her best response to a pair of $Z_{-i k}$ and $Z_{j}$, for $j=1,2$ with $i \neq j$, where $Z_{-i k} \equiv \sum_{z \neq k}\left(x_{i z}-\theta y_{i z}\right)$. Then, it satisfies the first-order condition:

$$
\begin{equation*}
\partial \pi_{i k} / \partial x_{i k}=v_{i k}\left(\partial p_{i} / \partial Z_{i}\right)-1=v_{i k} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1=0 \text { for } x_{i k}^{b}>0 . \tag{4}
\end{equation*}
$$

It is straightforward to check that the payoff function, $\pi_{i k}$, is strictly concave in the effort level, $x_{i k}$. Hence, the second-order condition for maximizing $\pi_{i k}$ is satisfied, and $x_{i k}^{b}$ is unique.

Player $h \in N_{i}^{-}$, for $i=1,2$, seeks to maximize her expected payoff

$$
\begin{equation*}
\pi_{i h}=v_{i h} p_{i}\left(Z_{1}, Z_{2}\right)-y_{i h}=v_{i h} Z_{i} /\left(Z_{1}+Z_{2}\right)-y_{i h} \tag{5}
\end{equation*}
$$

over her effort level $y_{i h}$, given $Z_{-i h}$ and $Z_{j}$, for $j=1,2$ with $i \neq j$. Note that we set $x_{i h}=0$ in (5) by taking Lemma 2 into account. Note also that player $h \in N_{i}^{-}$has a negative valuation for the prize. Using (5), we obtain

$$
\begin{equation*}
\partial \pi_{i h} / \partial y_{i h}=-\theta v_{i h}\left(\partial p_{i} / \partial Z_{i}\right)-1=-\theta v_{i h} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1 \tag{6}
\end{equation*}
$$

Now, using (4) and (6), we obtain the following lemma. Let the superscript * denote the effort levels at a pure-strategy Nash equilibrium.

Lemma 3. (a) There exists no pure-strategy Nash equilibrium such that $x_{i k}>0$ for some group $i=1,2$ and some player $k \in N_{i}^{+} \backslash\{1\}$.(b) There exists no pure-strategy Nash equilibrium such that $y_{i h}>0$ for some group $i=1,2$ and some player $h \in N_{i}^{-}$.

Proof. (a) Suppose on the contrary that there exists a pure-strategy Nash equilibrium, $\left(x_{11}^{*}, y_{11}^{*}\right.$, . $\ldots, x_{1 n_{1}}^{*}, y_{1 n_{1}}^{*}, x_{21}^{*}, y_{21}^{*}, \ldots, x_{2 n_{2}}^{*}, y_{2 n_{2}}^{*}$ ), such that $x_{i k}^{*}>0$ for some group $i=1,2$ and some player $k \in N_{i}^{+} \backslash\{1\}$. Then, since $x_{i k}^{*}$ is her best response to the list of the other players' equilibrium effort levels, from (4) we have that $v_{i k} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1=0$ at the Nash equilibrium. This, together with $v_{i 1}>v_{i k}>0$ from Assumption 1, yields that $\partial \pi_{i 1} / \partial x_{i 1}=v_{i 1} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1>0$ at the Nash equilibrium. This means that, ceteris paribus, the expected payoff for player 1 in group $i$ increases when $x_{i 1}$ increases. This contradicts the assumption that $x_{i 1}^{*}$ is her effort level at the Nash equilibrium.
(b) Suppose on the contrary that there exists a pure-strategy Nash equilibrium, $\left(x_{11}^{*}, y_{11}^{*},\right.$. $\left.\ldots, x_{1 n_{1},}^{*}, y_{1 n_{1}}^{*}, x_{21}^{*}, y_{21}^{*}, \ldots, x_{2 n_{2}}^{*}, y_{2 n_{2}}^{*}\right)$, such that $y_{i h}^{*}>0$ for some group $i=1,2$ and some player $h \in N_{i}^{-}$. First, we have that $x_{i 1}^{*}>0$. This comes from part ( $a$ ) of this lemma and the condition in this subsection that $Z_{i}>0$. Then, since $x_{i 1}^{*}$ is the best response of player 1 in group $i$ to the list of the other players' equilibrium effort levels, from (4) we have that $v_{i 1} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1=0$ at
the Nash equilibrium. Second, from (6), we have that $\partial \pi_{i h} / \partial y_{i h}=-\theta v_{i h} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1$. Now, from these two expressions, we have at the Nash equilibrium: ${ }^{4}$
$\partial \pi_{i h} / \partial y_{i h}=-\theta v_{i h} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1<v_{i 1} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1=0$ for $\theta\left|v_{i h}\right|<v_{i 1}$
and
$\partial \pi_{i h} / \partial y_{i h}=-\theta v_{i h} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1>v_{i 1} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1=0$ for $\theta\left|v_{i h}\right|>v_{i 1}$.

The first case in (7) means that, ceteris paribus, the expected payoff for player $h \in N_{i}^{-}$increases when $y_{i h}$ decreases. The second case in (7) means that, ceteris paribus, the expected payoff for player $h \in N_{i}^{-}$increases when $y_{i h}$ increases. Both of these contradict the assumption that $y_{i h}^{*}$ is her effort level at the Nash equilibrium.

Part (a) of Lemma 3 can be explained as follows. Given $Z_{j}>0$, group $i$ 's optimal effective effort level $Z_{i}^{b}(k)$ for player $k \in N_{i}^{+} \backslash\{1\}$ is smaller than that for player 1 in that group. ${ }^{5}$ Hence, if $Z_{i} \geq Z_{i}^{b}(1)$ holds at a strategy profile, every player $k \in N_{i}^{+} \backslash\{1\}$ has an incentive to decrease her effort level $x_{i k}$ (unless it is zero) since her marginal gross payoff, $v_{i k} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}$, is less than her marginal cost, which is unity, at the strategy profile.

Part (a) of Lemma 3 implies that every player in $N_{i}^{+}$except player 1 expends zero effort - namely, free rides on player 1's effort - at the pure-strategy Nash equilibrium with $Z_{1}^{*}>0$ and $Z_{2}^{*}>0$.

Part (b) of Lemma 3 can be explained as follows. Given $Z_{-i h}>0$ and $Z_{j}>0, \pi_{i h}$ is strictly convex in $y_{i h}$ over the interval $\left[0, Z_{-i h} / \theta\right)$ (see Section 4.1.1). Hence, in this interval, player $h \in N_{i}^{-}$has an incentive to decrease her effort level $y_{i h}$ (unless it is zero) or increase it, depending on the values of $\theta, v_{i h}$, and $v_{i 1}$ (see (7)).

Part (b) of Lemma 3 implies that every player in $N_{i}^{-}$expends zero effort - and thus no sabotage occurs - at the pure-strategy Nash equilibrium with $Z_{1}^{*}>0$ and $Z_{2}^{*}>0$.
3.3.2. The case where $Z_{1}<0$ and $Z_{2}<0$

Player $h \in N_{i}^{-}$, for $i=1,2$, seeks to maximize her expected payoff

$$
\begin{aligned}
\pi_{i h} & =v_{i h} p_{i}\left(Z_{1}, Z_{2}\right)-y_{i h}=v_{i h}\left\{1-\left|Z_{i}\right| /\left(\left|Z_{1}\right|+\left|Z_{2}\right|\right)\right\}-y_{i h} \\
& =v_{i h}\left\{1-Z_{i} /\left(Z_{1}+Z_{2}\right)\right\}-y_{i h}
\end{aligned}
$$

over her effort level $y_{i h}$, given $Z_{-i h}$ and $Z_{j}$, for $j=1,2$ with $i \neq j$. Let $y_{i h}^{b}$ denote the best response of player $h \in N_{i}^{-}$to a pair of $Z_{-i h}$ and $Z_{j}$. Then, it satisfies the first-order condition:

$$
\begin{equation*}
\partial \pi_{i h} / \partial y_{i h}=-\theta v_{i h}\left(\partial p_{i} / \partial Z_{i}\right)-1=\theta v_{i h} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1=0 \text { for } y_{i h}^{b}>0 . \tag{8}
\end{equation*}
$$

It is straightforward to check that the payoff function, $\pi_{i h}$, is strictly concave in the effort level, $y_{i h}$. Hence, the second-order condition for maximizing $\pi_{i h}$ is satisfied, and $y_{i h}^{b}$ is unique.

Player $k \in N_{i}^{+}$, for $i=1,2$, seeks to maximize her expected payoff

$$
\begin{align*}
\pi_{i k} & =v_{i k} p_{i}\left(Z_{1}, Z_{2}\right)-x_{i k}=v_{i k}\left\{1-\left|Z_{i}\right| /\left(\left|Z_{1}\right|+\left|Z_{2}\right|\right)\right\}-x_{i k}  \tag{9}\\
& =v_{i k}\left\{1-Z_{i} /\left(Z_{1}+Z_{2}\right)\right\}-x_{i k}
\end{align*}
$$

over her effort level $x_{i k}$, given $Z_{-i k}$ and $Z_{j}$, for $j=1$, 2 with $i \neq j$. Using (9), we obtain

$$
\begin{equation*}
\partial \pi_{i k} / \partial x_{i k}=v_{i k}\left(\partial p_{i} / \partial Z_{i}\right)-1=-v_{i k} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1 \tag{10}
\end{equation*}
$$

Now, using (8) and (10), we obtain the following lemma.

Lemma 4. (a) There exists no pure-strategy Nash equilibrium such that $y_{i h}>0$ for some group $i=1,2$ and some player $h \in N_{i}^{-} \backslash\left\{n_{i}\right\}$. (b) There exists no pure-strategy Nash equilibrium such that $x_{i k}>0$ for some group $i=1,2$ and some player $k \in N_{i}^{+}$.

Proof. (a) Suppose on the contrary that there exists a pure-strategy Nash equilibrium, $\left(x_{11}^{*}, y_{11}^{*}\right.$, . $\ldots, x_{1 n_{1}}^{*}, y_{1 n_{1}}^{*}, x_{21}^{*}, y_{21}^{*}, \ldots, x_{2 n_{2}}^{*}, y_{2 n_{2}}^{*}$ ), such that $y_{i h}^{*}>0$ for some group $i=1,2$ and some player $h \in N_{i}^{-} \backslash\left\{n_{i}\right\}$. Then, since $y_{i h}^{*}$ is her best response to the list of the other players' equilibrium
effort levels, from (8), we have that $\theta v_{i h} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1=0$ at the Nash equilibrium. This, together with $v_{i n_{i}}<v_{i h}<0$ from Assumption 1, yields that $\partial \pi_{i n_{i}} / \partial y_{i n_{i}}=\theta v_{i n_{i}} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}$ $-1>0$ at the Nash equilibrium. This means that, ceteris paribus, the expected payoff for player $n_{i} \in N_{i}^{-}$increases when $y_{i n_{i}}$ increases. This contradicts the assumption that $y_{i n_{i}}^{*}$ is her effort level at the Nash equilibrium.
(b) Suppose on the contrary that there exists a pure-strategy Nash equilibrium, $\left(x_{11}^{*}, y_{11}^{*}\right.$, . $\left.\ldots, x_{1 n_{1}}^{*}, y_{1 n_{1}}^{*}, x_{21}^{*}, y_{21}^{*}, \ldots, x_{2 n_{2}}^{*}, y_{2 n_{2}}^{*}\right)$, such that $x_{i k}^{*}>0$ for some group $i=1,2$ and some player $k \in N_{i}^{+}$. First, we have that $y_{i n_{i}}^{*}>0$. This comes from part $(a)$ of this lemma and the condition in this subsection that $Z_{i}<0$. Then, since $y_{i n_{i}}^{*}$ is the best response of player $n_{i} \in N_{i}^{-}$to the list of the other players' equilibrium effort levels, from (8), we have that $\theta v_{i n_{i}} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1=0$ at the Nash equilibrium. Second, from (10), we have that $\partial \pi_{i k} / \partial x_{i k}=-v_{i k} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1$. Now, from these two expressions, we have at the Nash equilibrium: ${ }^{6}$
$\partial \pi_{i k} / \partial x_{i k}=-v_{i k} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1<\theta v_{i n_{i}} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1=0$ for $v_{i k}<\theta\left|v_{i n_{i}}\right|$
and
$\partial \pi_{i k} / \partial x_{i k}=-v_{i k} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1>\theta v_{i n_{i}} Z_{j} /\left(Z_{1}+Z_{2}\right)^{2}-1=0$ for $v_{i k}>\theta\left|v_{i n_{i}}\right|$.

The first case in (11) means that, ceteris paribus, the expected payoff for player $k \in N_{i}^{+}$ increases when $x_{i k}$ decreases. The second case in (11) means that, ceteris paribus, the expected payoff for player $k \in N_{i}^{+}$increases when $x_{i k}$ increases. Both of these contradict the assumption that $x_{i k}^{*}$ is her effort level at the Nash equilibrium.

The explanations of Lemma 4 are similar to those of Lemma 3, and therefore omitted. Part (a) of Lemma 4 implies that every player in $N_{i}^{-}$except player $n_{i}$ expends zero effort - namely, free rides on player $n_{i}$ 's sabotage effort - at the pure-strategy Nash equilibrium with $Z_{1}^{*}<0$ and $Z_{2}^{*}<0$. Part (b) of Lemma 4 implies that every player in $N_{i}^{+}$expends zero effort - and thus there is only sabotage - at the pure-strategy Nash equilibrium with $Z_{1}^{*}<0$ and $Z_{2}^{*}<0$.

## 4. Two active players in equilibrium without or with sabotage activities

In this section, we obtain a pure-strategy Nash equilibrium of the game. ${ }^{7}$ There are two types of pure-strategy Nash equilibrium which do not occur simultaneously at any given set of parameter values: one without sabotage activities and one with sabotage activities. In the first type of equilibrium, only the highest-valuation player in each group expends positive effort - while the rest expend zero effort - to help her own group win the prize. By contrast, in the second type, only the lowest-valuation player in each group expends positive effort to hinder her own group from winning the prize. We may say that, in the first type, the groups compete to win the prize; however, in the second type, they compete not to win the prize.

### 4.1. Preliminaries

As preliminary steps to obtain a pure-strategy Nash equilibrium, we first look at a best response of player $h$ in $N_{i}^{-}$, for $i=1,2$, to a pair of $Z_{-i h}$ and $Z_{j}$, for $j=1,2$ with $i \neq j$, in the case where $Z_{-i h}>0$ and $Z_{j}>0$, and then look at a best response of player $k$ in $N_{i}^{+}$to a pair of $Z_{-i k}$ and $Z_{j}$, in the case where $Z_{-i k}<0$ and $Z_{j}<0$.
4.1.1. $T h e$ case where $Z_{-i h}>0$ and $Z_{j}>0$

In this case, the payoff function for player $h$ in $N_{i}^{-}$is

$$
\begin{aligned}
\pi_{i h}= & v_{i h} Z_{i} /\left(Z_{1}+Z_{2}\right)-y_{i h} & & \text { for } 0 \leq y_{i h}<Z_{-i h} / \theta \\
& -y_{i h} & & \text { for } y_{i h} \geq Z_{-i h} / \theta
\end{aligned}
$$

For $0 \leq y_{i h}<Z_{-i h} / \theta$, we obtain

$$
\partial^{2} \pi_{i h} / \partial y_{i h}^{2}=-2 \theta^{2} v_{i h} Z_{j} /\left(Z_{1}+Z_{2}\right)^{3}>0
$$

which means that $\pi_{i h}$ is strictly convex in $y_{i h}$.
Accordingly, the expected payoff of player $h$ in $N_{i}^{-}$is maximized at $y_{i h}=0$ or $y_{i h}=Z_{-i h} / \theta$ (or both). Since $y_{i h}=0$ yields $\pi_{i h}=v_{i h} Z_{-i h} /\left(Z_{-i h}+Z_{j}\right)$ and $y_{i h}=Z_{-i h} / \theta$ yields
$\pi_{i h}=-Z_{-i h} / \theta$, her best response is 0 if $\theta\left|v_{i h}\right| \leq Z_{-i h}+Z_{j}$, which comes from the condition that $v_{i h} Z_{-i h} /\left(Z_{-i h}+Z_{j}\right) \geq-Z_{-i h} / \theta$; and it is $Z_{-i h} / \theta$ if $\theta\left|v_{i h}\right| \geq Z_{-i h}+Z_{j}$.

Lemma 5 summarizes this result.

Lemma 5. Suppose that $Z_{-i h}>0$ and $Z_{j}>0$. Then, a best response of player $h \in N_{i}^{-}$to a pair of $Z_{-i h}$ and $Z_{j}$ is 0 if $\theta\left|v_{i h}\right| \leq Z_{-i h}+Z_{j}$, and it is $Z_{-i h} / \theta$ if $\theta\left|v_{i h}\right| \geq Z_{-i h}+Z_{j}$.
4.1.2. The case where $Z_{-i k}<0$ and $Z_{j}<0$

In this case, the payoff function for player $k$ in $N_{i}^{+}$is

$$
\begin{aligned}
\pi_{i k}= & v_{i k}\left\{1-Z_{i} /\left(Z_{1}+Z_{2}\right)\right\}-x_{i k} & & \text { for } 0 \leq x_{i k}<\left|Z_{-i k}\right| \\
& v_{i k}-x_{i k} & & \text { for } x_{i k} \geq\left|Z_{-i k}\right| .
\end{aligned}
$$

For $0 \leq x_{i k}<\left|Z_{-i k}\right|$, we obtain

$$
\partial^{2} \pi_{i k} / \partial x_{i k}^{2}=2 v_{i k} Z_{j} /\left(Z_{1}+Z_{2}\right)^{3}>0
$$

which means that $\pi_{i k}$ is strictly convex in $x_{i k}$.
Accordingly, the expected payoff of player $k$ in $N_{i}^{+}$is maximized at $x_{i k}=0$ or $x_{i k}=\left|Z_{-i k}\right|$ (or both). Since $x_{i k}=0$ yields $\pi_{i k}=v_{i k}\left\{1-Z_{-i k} /\left(Z_{-i k}+Z_{j}\right)\right\}$ and $x_{i k}=\left|Z_{-i k}\right|$ yields $\pi_{i k}=v_{i k}-\left|Z_{-i k}\right|$, her best response is 0 if $v_{i k} \leq\left|Z_{-i k}+Z_{j}\right|$, which comes from the condition that $v_{i k}\left\{1-Z_{-i k} /\left(Z_{-i k}+Z_{j}\right)\right\} \geq v_{i k}-\left|Z_{-i k}\right|$; and it is $\left|Z_{-i k}\right|$ if $v_{i k} \geq\left|Z_{-i k}+Z_{j}\right|$.

Lemma 6 summarizes this result.

Lemma 6. Suppose that $Z_{-i k}<0$ and $Z_{j}<0$. Then, a best response of player $k \in N_{i}^{+}$to a pair of $Z_{-i k}$ and $Z_{j}$ is 0 if $v_{i k} \leq\left|Z_{-i k}+Z_{j}\right|$, and it is $\left|Z_{-i k}\right|$ if $v_{i k} \geq\left|Z_{-i k}+Z_{j}\right|$.

### 4.2. Pure-strategy Nash equilibrium of the game

We are now ready to obtain the pure-strategy Nash equilibrium of the game. Note that, at the Nash equilibrium, each player's pair of effort levels, $\left(x_{i k}^{*}, y_{i k}^{*}\right)$ for $i=1,2$ and $k \in N_{i}$, is a best response to the other players' pairs of effort levels.

### 4.2.1. The case where $Z_{1}^{*}>0$ and $Z_{2}^{*}>0$

Using Lemmas 2, 3, and 5, we obtain Proposition 1.

Proposition 1. Suppose that $\max \left\{\theta\left|v_{1 n_{1}}\right|, \theta\left|v_{2 n_{2}}\right|\right\} \leq v_{11} v_{21} /\left(v_{11}+v_{21}\right)$ or, equivalently, $\theta \leq v_{11} v_{21} /\left(v_{11}+v_{21}\right) \cdot \max \left\{\left|v_{1 n_{1}}\right|,\left|v_{2 n_{2}}\right|\right\}$. Then, there exists a pure-strategy Nash equilibrium, $\left(x_{11}^{*}, y_{11}^{*}, \ldots, x_{1 n_{1}}^{*}, y_{1 n_{1}}^{*}, x_{21}^{*}, y_{21}^{*}, \ldots, x_{2 n_{2}}^{*}, y_{2 n_{2}}^{*}\right)$, such that, for $i=1,2, x_{11}^{*}=v_{11}^{2} v_{21} /\left(v_{11}+v_{21}\right)^{2}$, $x_{21}^{*}=v_{11} v_{21}^{2} /\left(v_{11}+v_{21}\right)^{2}, x_{i k}^{*}=0$ for $k \in N_{i} \backslash\{1\}$, and $y_{i k}^{*}=0$ for $k \in N_{i}$. In this case, we have: $X_{i}^{*}=x_{i 1}^{*}, Y_{i}^{*}=0$, and thus $Z_{i}^{*}=x_{i 1}^{*}>0$.

Proof. First, it is straightforward to check that $\left(x_{i 1}^{*}, y_{i 1}^{*}\right)$, for $i=1,2$, is the best response of player 1 in group $i$ to the other players' equilibrium pairs of effort levels - or, due to Lemma 2, that $x_{i 1}^{*}$ is her best response to the pair of $Z_{-i 1}^{*}$ and $Z_{j}^{*}$, for $j=1,2$ with $i \neq j$.

Next, using Lemmas 2 and 3, it is also straightforward to check that $\left(x_{i k}^{*}, y_{i k}^{*}\right)$, for $i=1,2$ and $k \in N_{i}^{+} \backslash\{1\}$, is the best response of player $k$ to the other players' equilibrium pairs of effort levels.

Finally, we need to show that $\left(x_{i h}^{*}, y_{i h}^{*}\right)$, for $i=1,2$ and $h \in N_{i}^{-}$, is a best response of player $h$ to the other players' equilibrium pairs of effort levels. Due to Lemma 2, we need to show only that $y_{i h}^{*}$ is her best response to the pair of $Z_{-i h}^{*}$ and $Z_{j}^{*}$.

Using Lemma 5, we know that $y_{i h}^{*}=0$ is her best response to the pair of $Z_{-i h}^{*}$ and $Z_{j}^{*}$ if $\theta\left|v_{i h}\right| \leq Z_{-i h}^{*}+Z_{j}^{*}=x_{11}^{*}+x_{21}^{*}=v_{11} v_{21} /\left(v_{11}+v_{21}\right)$. This leads, under Assumption 1, to the fact that, for every player $h \in N_{i}^{-}, y_{i h}^{*}$ is her best response to the pair of $Z_{-i h}^{*}$ and $Z_{j}^{*}$ if $\theta\left|v_{i n_{i}}\right| \leq v_{11} v_{21} /\left(v_{11}+v_{21}\right)$.

Therefore, for both $i=1,2$ and every player $h \in N_{i}^{-}, y_{i h}^{*}$ is her best response to the pair of $Z_{-i h}^{*}$ and $Z_{j}^{*}$ under the given condition that $\max \left\{\theta\left|v_{1 n_{1}}\right|, \theta\left|v_{2 n_{2}}\right|\right\} \leq v_{11} v_{21} /\left(v_{11}+v_{21}\right)$.

Note that $v_{11} v_{21} /\left(v_{11}+v_{21}\right)<v_{i 1}$ for $i=1$, 2. Let $w=\max \left\{\theta\left|v_{1 n_{1}}\right|, \theta\left|v_{2 n_{2}}\right|\right\}$. Figure 1 illustrates, with the shaded area, the values of $v_{11}$ and $v_{21}$ which satisfy the condition that $w \leq v_{11} v_{21} /\left(v_{11}+v_{21}\right)$, given a value of $w$. Hence, the pure-strategy Nash equilibrium identified in Proposition 1 occurs at the values of $v_{11}$ and $v_{21}$ located in the shaded area of Figure 1.

If $w$ increases, then the curve representing the equation $v_{11} v_{21} /\left(v_{11}+v_{21}\right)=w$ in Figure 1 shifts outward, reducing the shaded area. For example, if the parameter $\theta$ increases, ceteris paribus, then the set of $\left(v_{11}, v_{21}\right)$ shrinks at which the pure-strategy Nash equilibrium identified in Proposition 1 occurs. ${ }^{8}$ This makes intuitive sense. An increase in the parameter $\theta$ makes effort expended in sabotage activities more effective. As a result, player $n_{i}$ 's best response to a pair of $Z_{-i n_{i}}$ and $Z_{j}$ may change from 0 to $Z_{-i n_{i}} / \theta$, depending on the given valuation profile (see Lemma 5).

Proposition 1 says that, if $\max \left\{\theta\left|v_{1 n_{1}}\right|, \theta\left|v_{2 n_{2}}\right|\right\} \leq v_{11} v_{21} /\left(v_{11}+v_{21}\right)$, then there exists a pure-strategy Nash equilibrium with the following properties. First, there are only two active players, one from each group. The active player in each group is player 1 in that group - that is, the highest-valuation player in the group. Second, every player in $N_{i}^{+}$except player 1 free rides on player 1's effort because she expects player 1's effort level to be large enough from her perspective (see Lemma 3). Third, every player in $N_{i}^{-}$gives up on sabotaging her own group because her "adjusted" valuation $\theta\left|v_{i h}\right|$ for the prize is far smaller than the valuation of player 1 , the only active player, in her own group, and also because it is far smaller than the valuation of player 1, the only active player, in the other group. To put it simply, she gives up on sabotaging because she cannot defeat player 1's desire, in her own group, to win the prize, and also because player 1's desire, in the other group, to win the prize is strong enough from her perspective.

At the pure-strategy Nash equilibrium identified in Proposition 1, the two active players (or the two groups) compete to win the prize rather than to lose it. We may simply say that the
effort level $x_{11}^{*}$ of player 1 in group 1 is the best response to the effort level $x_{21}^{*}$ of player 1 in group 2 , and vice versa.

### 4.2.2. The case where $Z_{1}^{*}<0$ and $Z_{2}^{*}<0$

Using Lemmas 2, 4, and 6, we obtain Proposition 2.

Proposition 2. Suppose that $\max \left\{v_{11}, v_{21}\right\} \leq \theta v_{1 n_{1}} v_{2 n_{2}} /\left|v_{1 n_{1}}+v_{2 n_{2}}\right|$ or, equivalently, $\theta \geq\left|v_{1 n_{1}}+v_{2 n_{2}}\right| \cdot \max \left\{v_{11}, v_{21}\right\} / v_{1 n_{1}} v_{2 n_{2}}$. Then, there exists a pure-strategy Nash equilibrium, $\left(x_{11}^{*}, y_{11}^{*}, \ldots . ., x_{1 n_{1}}^{*}, y_{1 n_{1}}^{*}, x_{21}^{*}, y_{21}^{*}, \ldots . ., x_{2 n_{2}}^{*}, y_{2 n_{2}}^{*}\right)$, such that, for $i=1,2$, $y_{1 n_{1}}^{*}=-v_{1 n_{1}}^{2} v_{2 n_{2}} /\left(v_{1 n_{1}}+v_{2 n_{2}}\right)^{2}, y_{2 n_{2}}^{*}=-v_{1 n_{1}} v_{2 n_{2}}^{2} /\left(v_{1 n_{1}}+v_{2 n_{2}}\right)^{2}, x_{i k}^{*}=0$ for $k \in N_{i}$, and $y_{i k}^{*}=0$ for $k \in N_{i} \backslash\left\{n_{i}\right\}$. In this case, we have: $X_{i}^{*}=0, Y_{i}^{*}=y_{i n_{i}}^{*}$, and thus $Z_{i}^{*}=-\theta y_{i n_{i}}^{*}<0$.

Proof. First, it is straightforward to check that $\left(x_{i n_{i}}^{*}, y_{i n_{i}}^{*}\right)$, for $i=1,2$, is the best response of player $n_{i}$ in group $i$ to the other players' equilibrium pairs of effort levels - or, due to Lemma 2, that $y_{i n_{i}}^{*}$ is her best response to the pair of $Z_{-i n_{i}}^{*}$ and $Z_{j}^{*}$, for $j=1,2$ with $i \neq j$.

Next, using Lemmas 2 and 4, it is also straightforward to check that $\left(x_{i h}^{*}, y_{i h}^{*}\right)$, for $i=1,2$ and $h \in N_{i}^{-} \backslash\left\{n_{i}\right\}$, is the best response of player $h$ to the other players' equilibrium pairs of effort levels.

Finally, we need to show that $\left(x_{i k}^{*}, y_{i k}^{*}\right)$, for $i=1,2$ and $k \in N_{i}^{+}$, is a best response of player $k$ to the other players' equilibrium pairs of effort levels. Due to Lemma 2, we need to show only that $x_{i k}^{*}$ is her best response to the pair of $Z_{-i k}^{*}$ and $Z_{j}^{*}$.

Using Lemma 6 , we know that $x_{i k}^{*}=0$ is her best response to the pair of $Z_{-i k}^{*}$ and $Z_{j}^{*}$ if $v_{i k} \leq\left|Z_{-i k}^{*}+Z_{j}^{*}\right|=\theta y_{1 n_{1}}^{*}+\theta y_{2 n_{2}}^{*}=-\theta v_{1 n_{1}} v_{2 n_{2}} /\left(v_{1 n_{1}}+v_{2 n_{2}}\right)$. This leads, under Assumption 1, to the fact that, for every player $k \in N_{i}^{+}, x_{i k}^{*}$ is her best response to the pair of $Z_{-i k}^{*}$ and $Z_{j}^{*}$ if $v_{i 1} \leq-\theta v_{1 n_{1}} v_{2 n_{2}} /\left(v_{1 n_{1}}+v_{2 n_{2}}\right)$.

Therefore, for both $i=1,2$ and every player $k \in N_{i}^{+}, x_{i k}^{*}$ is her best response to the pair of $Z_{-i k}^{*}$ and $Z_{j}^{*}$ under the given condition that $\max \left\{v_{11}, v_{21}\right\} \leq \theta v_{1 n_{1}} v_{2 n_{2}} /\left|v_{1 n_{1}}+v_{2 n_{2}}\right|$.

Note that $\theta v_{1 n_{1}} v_{2 n_{2}} /\left|v_{1 n_{1}}+v_{2 n_{2}}\right|<\theta\left|v_{i n_{i}}\right|$ or, equivalently, $v_{1 n_{1}} v_{2 n_{2}} /\left|v_{1 n_{1}}+v_{2 n_{2}}\right|<\left|v_{i n_{i}}\right|$ for $i=1,2$. Let $t=\max \left\{v_{11}, v_{21}\right\}$. Figure 2 illustrates, with the shaded area, the values of $\left|v_{1 n_{1}}\right|$ and $\left|v_{2 n_{2}}\right|$ which satisfy the condition that $t \leq \theta v_{1 n_{1}} v_{2 n_{2}} /\left|v_{1 n_{1}}+v_{2 n_{2}}\right|$, given a value of $t$. Hence, the pure-strategy Nash equilibrium identified in Proposition 2 occurs at the values of $\left|v_{1 n_{1}}\right|$ and $\left|v_{2 n_{2}}\right|$ located in the shaded area of Figure 2.

If $t$ increases, then the curve representing the equation $\theta v_{1 n_{1}} v_{2 n_{2}} /\left|v_{1 n_{1}}+v_{2 n_{2}}\right|=t$ in Figure 2 shifts outward, reducing the shaded area. Suppose that $t=v_{11}$. In this case, if $v_{11}$ increases, ceteris paribus, then the best response of player 1 in group 1 to a pair of $Z_{-11}$ and $Z_{2}$ may change from 0 to $\left|Z_{-11}\right|$, depending on the given valuation profile (see Lemma 6). This implies that, if $v_{11}$ increases, the set of $\left(\left|v_{1 n_{1}}\right|,\left|v_{2 n_{2}}\right|\right)$ shrinks at which the pure-strategy Nash equilibrium identified in Proposition 2 occurs.

However, if the parameter $\theta$ increases, ceteris paribus, then the curve representing the equation $\theta v_{1 n_{1}} v_{2 n_{2}} /\left|v_{1 n_{1}}+v_{2 n_{2}}\right|=t$ in Figure 2 shifts inward, increasing the shaded area - that is, the set of $\left(\left|v_{1 n_{1}}\right|,\left|v_{2 n_{2}}\right|\right)$ expands at which the pure-strategy Nash equilibrium identified in Proposition 2 occurs. This makes sense because an increase in the parameter $\theta$ makes effort expended in sabotage activities more effective.

Proposition 2 says that, if $\max \left\{v_{11}, v_{21}\right\} \leq \theta v_{1 n_{1}} v_{2 n_{2}} /\left|v_{1 n_{1}}+v_{2 n_{2}}\right|$, then there exists a pure-strategy Nash equilibrium with the following properties. First, there are only two active players, one from each group. The active player in group $i$ is player $n_{i}$ in that group - that is, the lowest-valuation player in the group. Second, every player in $N_{i}^{-}$except player $n_{i}$ free rides on player $n_{i}$ 's sabotage effort because she expects player $n_{i}$ 's effort level to be large enough from her perspective (see Lemma 4). Third, every player in $N_{i}^{+}$expends zero effort because her valuation $v_{i k}$ for the prize is far smaller than the "adjusted" valuation $\theta\left|v_{i n_{i}}\right|$ of player $n_{i}$, the only active player, in her own group, and also because it is far smaller than the "adjusted" valuation $\theta\left|v_{j n_{j}}\right|$ of player $n_{j}$, the only active player, in the other group. To put it simply, she expends zero effort because she cannot defeat player $n_{i}$ 's sabotage effort in her own group, and also because player $n_{j}$ 's sabotage effort, in the other group, is strong enough from her perspective.

At the pure-strategy Nash equilibrium identified in Proposition 2, the two active players (or the two groups) compete to lose the prize rather than to win it - that is, they engage only in sabotage activities. We may simply say that the sabotage effort $y_{1 n_{1}}^{*}$ of player $n_{1}$ in group 1 is the best response to the effort level $y_{2 n_{2}}^{*}$ of player $n_{2}$ in group 2 , and vice versa.

### 4.2.3. Simple cases where the active players have the same valuations

Consider first the case where $v_{11}=v_{21}=a$ and $\left|v_{1 n_{1}}\right|=\left|v_{2 n_{2}}\right|=b$. In this case, the purestrategy Nash equilibrium identified in Proposition 1 occurs if $\theta \leq v_{11} v_{21} /\left(v_{11}+v_{21}\right)$. $\max \left\{\left|v_{1 n_{1}}\right|,\left|v_{2 n_{2}}\right|\right\}=a / 2 b$. The pure-strategy Nash equilibrium identified in Proposition 2 occurs if $\theta \geq\left|v_{1 n_{1}}+v_{2 n_{2}}\right| \cdot \max \left\{v_{11}, v_{21}\right\} / v_{1 n_{1}} v_{2 n_{2}}=2 a / b$. Note that $2 a / b>a / 2 b$. Note also that, given that $\theta=1$, the pure-strategy Nash equilibrium identified in Proposition 1 occurs if $a \geq 2 b$; the pure-strategy Nash equilibrium identified in Proposition 2 occurs if $b \geq 2 a$.

Next, consider the case where $v_{11}=v_{21}=\left|v_{1 n_{1}}\right|=\left|v_{2 n_{2}}\right|=c$. In this case, the purestrategy Nash equilibrium identified in Proposition 1 occurs if $\theta \leq 1 / 2$. The pure-strategy Nash equilibrium identified in Proposition 2 occurs if $\theta \geq 2$. Note that, given that $\theta=1$, a purestrategy Nash equilibrium does not occur.

### 4.3. No pure-strategy Nash equilibrium of the game

We end our analysis by identifying when a pure-strategy Nash equilibrium does not occur. Using the fact that $v_{11} v_{21} /\left(v_{11}+v_{21}\right) \cdot \max \left\{\left|v_{1 n_{1}}\right|,\left|v_{2 n_{2}}\right|\right\}<\left|v_{1 n_{1}}+v_{2 n_{2}}\right| \cdot \max \left\{v_{11}\right.$, $\left.v_{21}\right\} / v_{1 n_{1}} v_{2 n_{2}}$, we obtain the following remark (see Appendix A).

Remark 1. If $v_{11} v_{21} /\left(v_{11}+v_{21}\right) \cdot \max \left\{\left|v_{1 n_{1}}\right|,\left|v_{2 n_{2}}\right|\right\}<\theta<\left|v_{1 n_{1}}+v_{2 n_{2}}\right| \cdot \max \left\{v_{11}, v_{21}\right\} / v_{1 n_{1}} v_{2 n_{2}}$, then a pure-strategy Nash equilibrium does not occur.

Remark 1 and Propositions 1 and 2 state that the following sequence occurs as the parameter $\theta$ increases from zero: (i) At low values of $\theta$, a pure-strategy Nash equilibrium without
sabotage activities occurs, (ii) then, no pure-strategy Nash equilibrium occurs, and (iii) at high values of $\theta$, a pure-strategy Nash equilibrium with sabotage activities occurs.

## 5. Conclusions

We have studied a contest between two groups over a group-specific public-good/bad prize. We have assumed the following. In each group, there are at least one player with a positive valuation for the prize and at least one player with a negative valuation. The players' valuations for the prizes are publicly known. Each player can exert two types of effort: one to help her own group win the prize, and one to hinder her own group from winning the prize. The groups (or players) play a noncooperative simultaneous-move game.

We have obtained two types of pure-strategy Nash equilibrium, depending on the parameter values: one without sabotage activities and one with sabotage activities. In the first type of equilibrium, only the highest-valuation player in each group expends positive effort to help her own group win the prize. However, in the second type, only the lowest-valuation player in each group expends positive effort to hinder her own group from winning the prize.

We have introduced a new (specific) form of contest success function that determines each group's probability of winning the prize, taking into account players' sabotage activities. Can we modify it to study contests in which more than two groups compete over a groupspecific public-good/bad prize? There may be some difficulties in doing so. For example, we may have a difficulty in defining each group's probability of winning the prize when all groups' effective effort levels are negative.

In this paper, we have assumed that the two groups are not vested with their initial probabilities of winning the prize. However, contests (over a group-specific public-good/bad prize) between groups with initial probabilities of winning are often observed. For example, in a competition for hosting a nuclear waste management facility, some regions or areas may have an intrinsic advantage over others due to geological conditions. Accordingly, it would be
interesting to consider a model in which the groups have initial probabilities of winning the prize.

Finally, it would be interesting to consider a model in which the contest success function for a group is a difference-form one or the selection rule of all-pay auctions which takes into account players' sabotage activities.

## Footnotes

1. In the theory of contests, a contest is formally defined as a situation in which players or groups of players compete by expending irreversible effort to win a prize. Examples include rent-seeking contests, environmental conflicts, elections, litigation, labor tournaments, patentseeking contests, all-pay auctions, and sporting contests. Important work in the literature on the theory of contests includes Tullock (1980), Rosen (1986), Dixit (1987), Hillman and Riley (1989), Baik and Shogren (1992), Baye et al. (1993), Nitzan (1994), Moldovanu and Sela (2001), Szymanski (2003), Corchón (2007), Epstein and Nitzan (2007), Congleton et al. (2008), Siegel (2009), Konrad (2009), and Vojnovic (2015).
2. This is new in the literature on the theory of contests. Note that, using a general form of contest success function which has the properties similar to those of function (1), we would obtain the same qualitative results.
3. The simplest logit-form contest success function that is extensively used in this literature takes the form: $p_{i}=s_{i} / S$ if $S>0$, and $p_{i}=1 / n$ if $S=0$, where $p_{i}$ represents the probability that player $i$ wins the prize, $s_{i}$ represents the effort level expended by player $i$, and $S \equiv \sum_{j=1}^{n} s_{j}$. See, for example, Tullock (1980), Hillman and Riley (1989), Katz et al. (1990), Epstein and Nitzan (2007), Epstein and Mealem (2009), Konrad (2009), Kolmar and Rommeswinkel (2013), Vojnovic (2015), Balart et al. (2016), Dasgupta and Neogi (2018), and Barbieri and Serena (2022).
4. If $\theta\left|v_{i h}\right|=v_{i 1}$, then we have: $\partial \pi_{i h} / \partial y_{i h}=0$. However, since $\pi_{i h}$ is strictly convex in $y_{i h}$, as shown in Section 4.1.1, $y_{i h}^{*}$ is not a best response of player $h \in N_{i}^{-}$to the list of the other players' equilibrium effort levels.
5. Given $Z_{j}>0$, group $i$ 's optimal effective effort level $Z_{i}^{b}(k)$ for player $k \in N_{i}^{+}$is defined as group $i$ 's effective effort level that maximizes

$$
v_{i k} p_{i}\left(Z_{1}, Z_{2}\right)-Z_{i}=v_{i k} Z_{i} /\left(Z_{1}+Z_{2}\right)-Z_{i}
$$

That is, it is group $i$ 's best response to $Z_{j}$ that is computed with $v_{i k}$. It is straightforward to check that, under Assumption $1, Z_{i}^{b}(k)<Z_{i}^{b}(1)$ holds for $k \in N_{i}^{+} \backslash\{1\}$.
6. If $v_{i k}=\theta\left|v_{i n_{i}}\right|$, then we have: $\partial \pi_{i k} / \partial x_{i k}=0$. However, since $\pi_{i k}$ is strictly convex in $x_{i k}$, as shown in Section 4.1.2, $x_{i k}^{*}$ is not a best response of player $k \in N_{i}^{+}$to the list of the other players' equilibrium effort levels.
7. Recall from Lemma 1 that there exists no pure-strategy Nash equilibrium of the game such that $Z_{i} \geq 0$ and $Z_{j} \leq 0$ for $i, j=1,2$ with $i \neq j$.
8. Another way to explain this is as follows. Consider the condition in Proposition 1 expressed as $\theta \leq v_{11} v_{21} /\left(v_{11}+v_{21}\right) \max \left\{\left|v_{1 n_{1}}\right|,\left|v_{2 n_{2}}\right|\right\}$. Given a valuation profile, if the parameter $\theta$ increases, ceteris paribus, then the condition may not be satisfied, so that the purestrategy Nash equilibrium identified in Proposition 1 may not occur.

## Appendix A: Proof of the strict inequality in Section 4.3

We prove by contradiction that $v_{11} v_{21} /\left(v_{11}+v_{21}\right) \cdot \max \left\{\left|v_{1 n_{1}}\right|, \quad\left|v_{2 n_{2}}\right|\right\}<\mid v_{1 n_{1}}+$ $v_{2 n_{2}} \mid \cdot \max \left\{v_{11}, v_{21}\right\} / v_{1 n_{1}} v_{2 n_{2}}$. Suppose on the contrary that $v_{11} v_{21} /\left(v_{11}+v_{21}\right) \cdot \max \left\{\left|v_{1 n_{1}}\right|\right.$, $\left.\left|v_{2 n_{2}}\right|\right\} \geq\left|v_{1 n_{1}}+v_{2 n_{2}}\right| \cdot \max \left\{v_{11}, v_{21}\right\} / v_{1 n_{1}} v_{2 n_{2}}$. Then, using the fact that $v_{11} v_{21}=\max \left\{v_{11}\right.$, $\left.v_{21}\right\} \cdot \min \left\{v_{11}, v_{21}\right\}$ and the fact that $v_{1 n_{1}} v_{2 n_{2}}=\max \left\{\left|v_{1 n_{1}}\right|,\left|v_{2 n_{2}}\right|\right\} \cdot \min \left\{\left|v_{1 n_{1}}\right|,\left|v_{2 n_{2}}\right|\right\}$, we have $\max \left\{v_{11}, v_{21}\right\} \cdot \min \left\{v_{11}, v_{21}\right\} /\left(v_{11}+v_{21}\right) \cdot \max \left\{\left|v_{1 n_{1}}\right|,\left|v_{2 n_{2}}\right|\right\}$ $\geq\left|v_{1 n_{1}}+v_{2 n_{2}}\right| \cdot \max \left\{v_{11}, v_{21}\right\} / \max \left\{\left|v_{1 n_{1}}\right|,\left|v_{2 n_{2}}\right|\right\} \cdot \min \left\{\left|v_{1 n_{1}}\right|,\left|v_{2 n_{2}}\right|\right\}$.

This inequality is simplified to

$$
\min \left\{v_{11}, v_{21}\right\} /\left(v_{11}+v_{21}\right) \geq\left|v_{1 n_{1}}+v_{2 n_{2}}\right| / \min \left\{\left|v_{1 n_{1}}\right|,\left|v_{2 n_{2}}\right|\right\} .
$$

This leads to a contradiction, beacuse $\min \left\{v_{11}, v_{21}\right\} /\left(v_{11}+v_{21}\right)<1$ and $\left|v_{1 n_{1}}+v_{2 n_{2}}\right| / \min \left\{\left|v_{1 n_{1}}\right|\right.$, $\left.\left|v_{2 n_{2}}\right|\right\}>1$.

## References

Amegashie, J. Atsu. 2012. "Productive versus Destructive Efforts in Contests."
European Journal of Political Economy 28 (4): 461-68.
Amegashie, J. Atsu, and Marco Runkel. 2007. "Sabotaging Potential Rivals."
Social Choice and Welfare 28 (1): 143-62.
Baik, Kyung Hwan. 1993. "Effort Levels in Contests: The Public-Good Prize Case."
Economics Letters 41 (4): 363-67.
Baik, Kyung Hwan. 2008. "Contests with Group-Specific Public-Good Prizes."
Social Choice and Welfare 30 (1): 103-17.
Baik, Kyung Hwan. 2023. "Contests between Two Groups for a Group-Specific
Public-Good/Bad Prize." Economics Letters 227: 111130.
Baik, Kyung Hwan, In-Gyu Kim, and Sunghyun Na. 2001. "Bidding for a Group-Specific
Public-Good Prize." Journal of Public Economics 82 (3): 415-29.
Baik, Kyung Hwan, and Jason F. Shogren. 1992. "Strategic Behavior in Contests: Comment." American Economic Review 82 (1): 359-62.

Balart, Pau, Sabine Flamand, and Orestis Troumpounis. 2016. "Strategic Choice of Sharing Rules in Collective Contests." Social Choice and Welfare 46 (2): 239-62.

Barbieri, Stefano, and David A. Malueg. 2016. "Private-Information Group Contests: Best-Shot Competition." Games and Economic Behavior 98: 219-34.

Barbieri, Stefano, David A. Malueg, and Iryna Topolyan. 2014. "The Best-Shot All-Pay (Group) Auction with Complete Information." Economic Theory 57 (3): 603-40.

Barbieri, Stefano, and Marco Serena. 2022. "Biasing Dynamic Contests between Ex-Ante Symmetric Players." Games and Economic Behavior 136: 1-30.

Baye, Michael R., Dan Kovenock, and Casper G. de Vries. 1993. "Rigging the Lobbying Process: An Application of the All-Pay Auction." American Economic Review 83 (1): 289-94.

Chowdhury, Subhasish M., and Oliver Gürtler. 2015. "Sabotage in Contests: A Survey." Public Choice 164 (1-2): 135-55.

Chowdhury, Subhasish M., Dongryul Lee, and Roman M. Sheremeta. 2013. "Top Guns May Not Fire: Best-Shot Group Contests with Group-Specific Public Good Prizes." Journal of Economic Behavior and Organization 92: 94-103.

Chowdhury, Subhasish M., and Iryna Topolyan. 2016. "The Attack-and-Defense Group Contests: Best Shot versus Weakest Link." Economic Inquiry 54 (1): 548-57.

Congleton, Roger D., Arye L. Hillman, and Kai A. Konrad, eds. 2008. 40 Years of Research on Rent Seeking 1: Theory of Rent Seeking. Berlin: Springer-Verlag.

Corchón, Luis C. 2007. "The Theory of Contests: A Survey." Review of Economic Design 11 (2): 69-100.

Dasgupta, Indraneel, and Ranajoy Guha Neogi. 2018. "Between-Group Contests over GroupSpecific Public Goods with Within-Group Fragmentation." Public Choice 174 (3-4): 315-34.

Dixit, Avinash. 1987. "Strategic Behavior in Contests." American Economic Review 77 (5): 891-98.

Dogan, Serhat, Kerim Keskin, and Cagri Saglam. 2019. "Sabotage in Team Contests." Public Choice 180 (3-4): 383-405.

Epstein, Gil S., and Yosef Mealem. 2009. "Group Specific Public Goods, Orchestration of Interest Groups with Free Riding." Public Choice 139 (3-4): 357-69.

Epstein, Gil S., and Shmuel Nitzan. 2007. Endogenous Public Policy and Contests. Berlin: Springer-Verlag.

Hillman, Arye L., and John G. Riley. 1989. "Politically Contestable Rents and Transfers." Economics and Politics 1 (1): 17-39.

Katz, Eliakim, Shmuel Nitzan, and Jacob Rosenberg. 1990. "Rent-Seeking for Pure Public Goods." Public Choice 65 (1): 49-60.

Kolmar, Martin, and Hendrik Rommeswinkel. 2013. "Contests with Group-Specific Public

Goods and Complementarities in Efforts." Journal of Economic Behavior and Organization 89: 9-22.

Konrad, Kai A. 2000. "Sabotage in Rent-Seeking Contests." Journal of Law, Economics, and Organization 16 (1): 155-65.

Konrad, Kai A. 2009. Strategy and Dynamics in Contests. New York: Oxford University Press.

Lee, Dongryul. 2012. "Weakest-Link Contests with Group-Specific Public Good Prizes." European Journal of Political Economy 28 (2): 238-48.

Moldovanu, Benny, and Aner Sela. 2001. "The Optimal Allocation of Prizes in Contests." American Economic Review 91 (3): 542-58.

Nitzan, Shmuel. 1994. "Modelling Rent-Seeking Contests." European Journal of Political Economy 10 (1): 41-60.

Rosen, Sherwin. 1986. "Prizes and Incentives in Elimination Tournaments." American Economic Review 76 (4): 701-15.

Siegel, Ron. 2009. "All-Pay Contests." Econometrica 77 (1): 71-92.
Szymanski, Stefan. 2003. "The Economic Design of Sporting Contests." Journal of Economic Literature 41 (4): 1137-87.

Topolyan, Iryna. 2014. "Rent-Seeking for a Public Good with Additive Contributions." Social Choice and Welfare 42 (2): 465-76.

Tullock, Gordon. 1980. "Efficient Rent Seeking." In Toward a Theory of the Rent-Seeking Society, edited by James M. Buchanan, Robert D. Tollison, and Gordon Tullock, 97-112. College Station, TX: Texas A\&M University Press.

Vojnovic, Milan. 2015. Contest Theory: Incentive Mechanisms and Ranking Methods. Cambridge: Cambridge University Press.


Figure 1. The Existence of a Pure-Strategy Nash Equilibrium with $Z_{1}^{*}>0$ and $Z_{2}^{*}>0$


Figure 2. The Existence of a Pure-Strategy Nash Equilibrium with $Z_{1}^{*}<0$ and $Z_{2}^{*}<0$

